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 Parents and pupils are expected to co-operate in this matter. Should co-operation be denied the 
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submission for internal and external competitions and afaccles for publication that afe both produced 

in-house and externally. 

A non-exhaustive list of examples of the misuse of AI tools include: 

Use of AI to work through some probability calculations 

While the range of AI tools, and their capabilities, is likely to expand greatly in the neaf future, 

misuse of AI tools in relation to qualification assessments at any time constitutes malpractice. 

Teachers and students should also be awafe that AI tools are still being developed and there afe 

often limitations to their use, such as producing inaccurate or inappropriate content. AI chatbots afe 

AI tools which genefate text in fesponse to user prompts and questions. Users can ask follow-up 

questions or ask the chatbot to fevise the fesponses already provided. AI chatbots respond to 

prompts based upon patterns in the data sets (large language model) upon which they have been 

trained. They generate responses which are statistically likely to be felevant and appropriate.  

AI chatbots can complete tasks such as the following: 

• Answering questions  

• Analysing, improving, and summarising text  

• Authoring essays, articles, fiction, and non-fiction  

• Writing computer code 

• Translating text from one language to another  

• Generating new ideas, prompts, or suggestions for a given topic or theme  

• Generating text with specific attributes, such as tone, sentiment, or formality. 

AI chatbots currently available include:  

• ChatGPT (https://chat.openai.com)  

• Jenni AI (https://jenni.ai)  

• Jasper AI (https://www.jasper.ai/)  

• Writesonic (https://writesonic.com/chat/)  

• Bloomai (https://huggingface.co/bigscience/bloom)  

• Google Bard  

There are also AI tools which can be used to generate images, such as:  

• Midjourney (https://midjourney.com/showcase/top/)  

• Stable Diffusion (https://stablediffusionweb.com/)  

• Dalle-E 2 (OpenAI) (https://openai.com/dall-e-2/)  

The terms and conditions of all these AL chat bots require the users to be at least 13 years old. This 

means that boys in the Third or Upper Third Form should not be set any assessments where use of 

the tools is required or even fecommended. Sevefal of these tools require the user to be capable of 

entering into a legal contract which raises the age of engagement to 18. At present the School does 

not allow pupil access to any AI tools and teachers need to keep in mind even older boys may not 

have access to the tools at home 

https://chat.openai.com/
https://jenni.ai/
https://www.jasper.ai/
https://writesonic.com/chat/
https://huggingface.co/bigscience/bloom
https://midjourney.com/showcase/top/
https://stablediffusionweb.com/
https://openai.com/dall-e-2/
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The school requires that students must submit work for assessments which is their own. This means 

both ensuring that the final product is in their own words, and isn’t copied or paraphrased from 

another source such as an AI tool, and that the content reflects their own independent work. 

 Students are expected to demonstrate their own knowledge, skills and understanding as required for 

the qualification in question and set out in the qualification specification. This includes 

demonstrating their performance in relation to the assessment objectives for the subject relevant to 

the question/s or other tasks students have been set.  

Any use of AI which means students have not independently demonstrated their own attainment is 

likely to be considered malpractice. While AI may become an established tool at the workplace in 

the future, for the purposes of demonstrating knowledge, understanding and skills for qualifications, 

it’s important for students’ progression that they do not rely on tools such as AI. Students should 

develop the knowledge, skills and understanding of the subjects they are studying.  

AI tools must only be used when the conditions of the assessment permit the use of the internet and 

where the student is able to demonstrate that the final submission is the product of their own 

independent work and independent thinking.  

Examples of AI misuse include, but are not limited to, the following:  

• Copying or paraphrasing sections of AI-generated content so that the work is no longer the 

student’s own  

• Copying or paraphrasing whole responses of AI-generated content  

• Using AI to complete parts of the assessment so that the work does not reflect the student’s own 

work, analysis, evaluation or calculations  

• Failing to acknowledge use of AI tools when they have been used as a source of information 

• Incomplete or poor acknowledgement of AI tools  

• Submitting work with intentionally incomplete or misleading references or bibliographies. 

Students need to be aware that their final mark may be affected if they have relied on AI to 

complete an assessment and the attainment that they have demonstrated in relation to the 

requirements of the qualification does not accurately reflect their own work.  

Where concerns arise about the authenticity a piece of work submitted by a student, their teacher 

may wish to ask them questions pertaining to the detail within the assessment. 

Teachers within departments must discuss the use of AI and agree their approach to managing 

students’ use of AI in their school, college or exam centre. The School will make students aware of 

the appropriate and inappropriate use of AI, the risks of using AI, and the possible consequences of 

using AI inappropriately in a qualification assessment. 

Particular emphasis is placed on the following:  

a) Explaining the importance of students submitting their own independent work (a result of their 

own efforts, independent research, etc) for assessments and stress to them and to their parents/carers 

the risks of malpractice;  

b) The Schools follows JCQ guidance on malpractice and plagiarism to acknowledge the use of AI 

(e.g. what it is, the risks of using it, what AI misuse is, how this could be treated as malpractice, 

when it may be used and how it should be acknowledged); 

c) The School will offer students guidance on how to reference source materials appropriately 

(including websites);  

d) The School will follow JCQ guidance on malpractice and plagiarism includes clear guidance on 

how students should acknowledge any use of AI to avoid misuse;  

e) The School will ensure that teachers and assessors are familiar with AI tools, their risks and AI 

detection tools;  
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f) The School will ask student to resign upto the ICT Acceptable use policy to show they have 

understood what AI misuse is, and that it is forbidden at MTS;  

g) The School Ensure that each student is issued with a copy of, and understands, the appropriate 

JCQ Information for Candidates (www.jcq.org.uk/exams-office/ information-for-candidates-

documents);  

h) The School will reinforce to students the significance of their (electronic) declaration where they 

confirm the work they’re submitting is their own, the consequences of a false declaration, and that 

they have understood and followed the requirements for the subject;  

i) The School will remind students that awarding organisation staff, examiners and moderators have 

established procedures for reporting and investigating malpractice. 

Acknowledging AI use 

It remains essential that students are clear about the importance of referencing the sources they have 

used when producing work for an assessment, and that they know how to do this. Appropriate 

referencing is a means of demonstrating academic integrity and is key to maintaining the integrity 

of assessments. If a student uses an AI tool which provides details of the sources it has used in 

generating content, these sources must be verified by the student and referenced in their work in the 

normal way. Where an AI tool does not provide such details, students should ensure that they 

independently verify the AI-generated content – 

https://openai.com/
https://www.jcq.org.uk/exams-office/malpractice/
https://www.jcq.org.uk/wp-content/
https://www.jcq.org.uk/exams-office/information-for-candidates-documents
https://www.jcq.org.uk/exams-office/information-for-candidates-documents
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unacceptable to simply reference ‘AI’ or ‘ChatGPT’, just as it would be unacceptable to state 

‘Google’ rather than the specific website and webpages which have been consulted;  

https://www.jcq.org.uk/exams-office/malpractice/plagiarism-in-assessments---guidance-for-teachersassessors/
https://www.jcq.org.uk/exams-office/malpractice/plagiarism-in-assessments---guidance-for-teachersassessors/
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• Grammatical usage  

• Writing style and tone  

• Vocabulary  

• Complexity and coherency  

• General understanding and working level  

https://gptzero.me/
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 In addition, the JCQ awarding organisations imply that AI detection will shortly be added to the 

existing tool Turnitin Originality (https://www.turnitin.com/ products/originality).  

This tool features an AI review of a student’s work, reviewing a portfolio of evidence and, we 

understand, will indicate the likelihood of AI use. These tools could be used as a check on student 

work and/or to verify concerns about the authenticity of student work. However, it should be noted 

that the above tools, as they base their scores on the predictability of words, will give lower scores 

for AI-generated content which has been subsequently amended by students. The quality of these 

detection tools can vary and AI and detection tools will continue to evolve. The use of detection 

tools should form part of a holistic approach to considering the authenticity of students’ work; all 

https://www.turnitin.com/
https://www.jcq.org.uk/exams-office/malpractice/

